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a b s t r a c t 

When investing in financial markets it is crucial to determine a trading signal that can provide the in- 

vestor with the best entry and exit points of the financial market, however this is a difficult task and 

has become a very popular research topic in the financial area. This paper presents an expert system in 

the financial area that combines Principal Component Analysis (PCA), Discrete Wavelet Transform (DWT), 

Extreme Gradient Boosting (XGBoost) and a Multi-Objective Optimization Genetic Algorithm (MOO-GA) 

in order to achieve high returns with a low level of risk. PCA is used to reduce the dimensionality of 

the financial input data set and the DWT is used to perform a noise reduction to every feature. The re- 

sultant data set is then fed to an XGBoost binary classifier that has its hyperparameters optimized by a 

MOO-GA. The importance of the PCA is analyzed and the results obtained show that it greatly improves 

the performance of the system. In order to improve even more the results obtained in the system using 

PCA, the PCA and the DWT are then applied together in one system and the results obtained show that 

this system is capable of outperforming the Buy and Hold (B&H) strategy in three of the five analyzed 

financial markets, achieving an average rate of return of 49.26% in the portfolio, while the B&H achieves 

on average 32.41%. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

The continuous evolution in the Machine Learning and Artificial

ntelligence areas and the fact that the financial markets informa-

ion is becoming more accessible to a larger number of investors

esults in the appearance of sophisticated trading algorithms that

onsequently are starting to have a significant influence on the

arket behavior. 

According to the Efficient Market Hypothesis (EMH)

 Malkiel, 2003 ), a stock market time series is nearly unfore-

astable and that is because it’s impossible to beat the market

ince the share prices already have all the relevant available

nformation into account including the past prices and trading

olumes. As such, price fluctuations respond immediately to new

nformation and don’t follow any pattern, being unpredictable and

topping investors from earning above average returns without

aking many risks. This hypothesis consequently implies that a

inary classifier that tries to identify if the difference between

he price of a stock in a day with the price of the same stock in

he day after is positive or negative wouldn’t perform better than
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andom guessing since the market price will always be the fair

ne, and therefore unpredictable. 

In this paper, an approach combining Principal Component

nalysis (PCA) for dimensionality reduction, the Discrete Wavelet

ransform (DWT) for noise reduction and an XGBoost (Extreme

radient Boosting) binary classifier whose hyperparameters are op-

imized using a Multi-Objective Optimization Genetic Algorithm

MOO-GA), is presented. Using PCA the high dimensional financial

nput data set is reduced to a lower dimensional one, maximiz-

ng the variance in the lower dimensional space and while keep-

ng the main essence of the original data set. This dimensionality

eduction allows for a better identification of patterns in the train-

ng data that consecutively results in a better generalization ability

nd an higher accuracy by the XGBoost binary classifier. The DWT

urther performs noise reduction to this reduced data set in order

o remove irrelevant data samples that may have a negative im-

act in the performance of the system, while still preserving the

ain structure of the data. The XGBoost binary classifier has its

yperparameters optimized using the MOO-GA in order to achieve

he best performance for each analyzed financial market. Then,

he classifier is trained using the set of hyperparameters obtained

hrough the optimization process and, using the predictions made,

t outputs a trading signal with the buy and sell orders, with the

bjective of maximizing the returns, while minimizing the levels

f risk associated to the trades made. 

https://doi.org/10.1016/j.eswa.2019.01.083
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The main contributions of this paper are: the use of XGBoost to

classify the market’s direction of the next day. XGBoost has been

applied to many classification and regression problems but its use

in the stock market is nearly nonexistent. By exploring the XG-

Boost classification capacities it is possible to obtain a trading sig-

nal with entry and exit points and implement an automated trad-

ing strategy, which isn’t very common in similar studies since most

of them are mainly focused on forecasting the price of a stock and

the direction, but did not develop a trading strategy to make use

of that forecasts; the combination of PCA dimensionality reduction

with DWT noise reduction in order to improve the XGBoost bi-

nary classifier’s performance; the optimization of the XGBoost bi-

nary classifier’s set of hyperparameters using a MOO-GA that op-

timizes not only the accuracy of the XGBoost binary classifier, but

the Sharpe ratio that has in consideration the returns obtained and

the level of risk associated to the trading strategies which is also

an unexplored subject, since most studies only focus on optimiz-

ing one objective function in a given problem. Thus, by combin-

ing these different machine learning methods, this thesis presents

a novel approach for the forecasting of financial markets that was

never done before. 

This paper is organized as follows: Section 2 addresses the the-

ory behind the developed work. Section 3 presents the architec-

ture of the solution with an explanation of each of its components.

Section 4 presents the case studies and the analysis of the results.

Section 5 summarizes the paper’s content and supplies its conclu-

sion. 

2. Related work 

To succeed in the modern stock market, one has to build an

algorithm that, with low risk, is able to achieve high returns. An

ideal intelligent algorithm would predict stock prices and help the

investor buy stocks before its price rises and sell before its price

falls. Since it’s very difficult to forecast with precision if a stock’s

price will rise or decline due to the noisy, non-linear and non-

stationary properties of a stock market time series, appropriate

data pre-processing techniques and optimization algorithms are re-

quired in order to increase the accuracy of the system. In order to

do so, methods like Technical analysis and Machine Learning are

being used in an attempt to achieve good results. 
Table 1 

Summary of the most relevant studies related with this paper. 

Ref. Year Methodologies Period Evaluat

Zhong and Enke (2017) 2017 ANN with PCA 30/11/2011 – Accura

for dimensionality 31/05/2013 

reduction 

Nadkarni and Neves (2018) 2017 NEAT with PCA 30/01/2015 – ROR, R

for dimensionality 13/04/2017 MDP, R

reduction MDD 

Schlüter and Deuschle (2014) 2014 ARIMA with 2007 – 2009 MAD, R

DWT-based MAPE 

forecasting 

M’ng and Mehralizadeh (2016) 2016 ANN with PCA 2005 – 2014 ROR, M

and DWT denoising 

Dey et al. (2016) 2016 XGBoost long – AUC, R

term forecast 

Pimenta et al. (2017) 2017 TA with Feature 02/05/2013 – ROR 

Selection and MOO-GA 02/02/2015 

de Almeida et al. (2016) 2016 TA with MOO-GA 2005 – 2014 ROR 

Pinto et al. (2015) 2015 MOO-GA with VIX 2004 – 2014 Risk Ex

indicator ROR 
Technical analysis ( Achelis, 2013 ) refers to the study of past

rice movements in order to try to predict its future behavior and

t is the only type of analysis that will be applied in this paper. 

The utilization of Machine Learning methods in financial mar-

ets is done in an attempt to develop algorithms capable of learn-

ng from historical financial data and other information that might

ffect the market and make predictions based on these inputs in

rder to try to maximize the returns. These algorithms can pro-

ess data at a much larger scale and with much larger complex-

ty, discovering relationships between features that may be incom-

rehensible to humans, this way achieving good results. Therefore,

y exploiting the relationships between the input data, consisting

f historical raw financial data as well as technical indicators, and

earning from it, these models make predictions about the behav-

or of a stock price that can be used in order to create a trading

trategy capable of obtaining high returns. 

In Table 1 , a summary of the most relevant studies relating the

pplication of Machine Learning systems to the stock market that

ere analyzed during the development of this paper is presented. 

.1. Principal Component Analysis (PCA) 

Having a data set of large dimensions can often be a problem

ue to the fact that it may lead to higher computational costs and

o overfitting. Therefore one may want to reduce the data set di-

ension in order to make the data manipulation easier and lower

he required computational resources, improving the performance

f the system and while keeping as much information as possible

rom the original data. 

Principal Component Analysis (PCA) is one of the simplest and

ost used dimensionality reduction methods and can be used to

educe a data set with a large number of dimensions to a small

ata set that still contains most of the information of the original

ata set. This is done by transforming the original variables to a

ew set of uncorrelated variables, known as principal components,

rdered such that the retention of variance present in the orig-

nal variables decreases as the order of the principal component

ecreases. In this way, this means that the first principal compo-

ent retains the maximum variance that was present in the origi-

al data set. By performing this transformation, a low dimensional

epresentation of the original data is achieved while keeping its

aximal variance. 
ion metric Financial market System returns B&H returns 

cy S&P 500 Index ETF 36.1% (Best result 30.8% 

(SPY) w/o transaction costs) 

OR/day, S&P500, Brent, 18.89%, 37.91%, 15.71%, −9.94%, 

RR, Home Depot, CAC 40, 39.97%, 4.69%, 37.65%, 9.82%, 

Sugar, Apple 23.15%, 19.73% 24.56%, 19.83% 

MSE, Deutsche Bank, – –

WTI Oil, EUR/USD 

UK Power prices 

APE Nikkei 225, KOSPI, 48.2%, 71.1%, 8%, 11%, 

Hang Seng, SiMSCI, 34.7%, 68.5%, 8.5%, 7.9%, 

TAIEX 45.4% (Best results) 7.7% 

MSE Yahoo, Apple – –

BBAS3, BOVA11, 54.20% −9.26% 

CMIG4, EMBR3, (Portfolio returns) (Portfolio B&H) 

GGBR4, VALE5 

(Brazil Exchange Market) 

IBOVESPA 195.27% 94.41% 

(Brazilian stock index) (Best result) 

posure, NASDAQ, DAX 30 8.06% (average) NA 

S&P500, FTSE 100 
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Fig. 1. DWT decomposition of a signal for a decomposition level of 2. 
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The purpose of the PCA is to make a projection from the main

omponents of an high-dimensional data set onto a lower dimen-

ional space, without changing the data structure, and obtaining a

et of principal components that are a linear combination of the

eatures present in the original data set that reflect its informa-

ion as much as possible. The goal is to retain the dimensions with

igh variances and remove those with little changes in order to re-

uce the required computational resources, which results in a set

f principal components that has the same dimension of the orig-

nal data set or lower in the case of performing dimensionality re-

uction since only the principal components that retain most of

he original data set variance will be retained. 

Many studies regarding the stock market have used PCA in

rder to improve the performance of the system. Zhong and

nke (2017) proposed a system combining Artificial Neural Net-

orks (ANN) and three different dimensionality reduction meth-

ds, PCA, Fast Robust PCA (FRPCA) and Kernel PCA (KPCA), in or-

er to forecast the daily direction of the S&P 500 Index ETF (SPY)

nd concluded that combining the ANN with the PCA gives higher

lassification accuracy than the other two combinations. Further-

ore, Nadkarni and Neves (2018) concluded that the PCA method

or dimensionality reduction can reduce the number of features

hile maintaining the essence of the financial data, improving the

erformance of the NEAT algorithm. A more extensive description

bout PCA can be found in Jolliffe (2002) . 

.2. Discrete Wavelet Transform (DWT) 

Fourier transform based spectral analysis is the most used tool

or an analysis in the frequency domain. According to Fourier the-

ry, a signal can be expressed as the sum of a series of sines

nd cosines. However, a serious limitation of the Fourier trans-

orm is that it cannot provide any information of the spectrum

hanges with respect to time. The wavelet transform is similar to

he Fourier transform but with a different merit function. The main

ifference is that instead of decomposing the signal into sines and

osines, the wavelet transform uses functions that are localized

n both time and frequency. The basic idea of the wavelet trans-

orm is to represent any function as a superposition of a set of

avelets that constitute the basis function for the wavelet trans-

orm. Wavelets are small waves located in different times and

an be stretched and shifted to capture features that are local

n time and local in frequency, therefore the wavelet transform

an provide information about both the time and frequency do-

ains. The wavelets are scaled and translated copies, known as the

aughter wavelets, of a finite-length oscillating waveform known

s the mother wavelet. The selection of the best wavelet basis de-

ends on the characteristics of the original signal to be analyzed

 Galli, Heydt, & Ribeiro, 1996 ) and the desired analysis objective. In

he end, the result will be a set of time-frequency representations
f the original signal, all with different resolutions, this is why the

avelet transform can be referred to as a multi-resolution analysis.

here are two types of wavelet transform, the Continuous Wavelet

ransform (CWT) and the Discrete Wavelet Transform (DWT), in

he system proposed in this paper only the DWT is used. 

The DWT decomposes the signal into a set of wavelets that is

utually orthogonal. The discrete wavelet is related to the mother

avelet ( Addison, 2002 ) as presented in Eq. (1) , where the param-

ter m is an integer that controls the wavelet dilation, the parame-

er k is an integer that controls the wavelet translation, s 0 is a fixed

caling parameter set at a value greater than 1, τ 0 is the translation

arameter which has to be greater than zero and ψ is the mother

avelet. 

 m,k (t) = 

1 √ 

s m 

0 

ψ 

(
t − kτ0 s 

m 

0 

s m 

0 

)
(1) 

An algorithm to calculate the DWT was developed by

allat (1989) , using a process that is equivalent to high-pass and

ow-pass filtering in order to obtain the detail and approximation

oefficients, respectively, from the original signal. Each iteration of

his process is called a level of decomposition and produces one

pproximation coefficient and j detail coefficients, with j being the

hosen decomposition level. Fig. 1 represents the tree structure of

he DWT decomposition process of a signal to determine the ap-

roximation and detail coefficients for a decomposition level of 2,

here x [ n ] represents the original input signal and h [ n ] and g [ n ]

epresent an high-pass and a low-pass filter, respectively. 

The result of the DWT is a multilevel decomposition with the

ignal being decomposed in approximation and detail coefficients

t each level of decomposition. The DWT can provide a perfect

econstruction of the signal after inversion, i.e by performing the

WT of a signal and then use the obtained coefficients in the

econstruction phase, in ideal conditions the original signal can

e again obtained. The reconstruction phase is the reversed pro-

ess of the decomposition, done by performing the inverse Discrete

avelet Transform using the same wavelet basis that was used in

he decomposition phase. 

However, one of the main utilities of the DWT is its capability

o reduce the noise of a noisy signal. Supposing the given data is

n the form y (n ) = x (n ) + e (n ) , where y ( n ) is the observed data,

 ( n ) is the original data and e ( n ) is Gaussian white noise with zero

ean and variance σ 2 , the main objective of denoising the data

s to reduce the noise as much as possible and recover the origi-

al data x ( n ) with as little loss of important information as pos-

ible. The important features of many signals are captured by a

ubset of DWT coefficients that is typically much smaller than the

riginal signal itself. By thresholding all the coefficients, one can

hoose the subset of relevant coefficients that will be kept after the

WT. Donoho, Johnstone, Kerkyacharian, and Picard (1995) pro-

ose the shrinkage process by thresholding the coefficients, in
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which a hard or a soft threshold value must be chosen. When

performing hard thresholding, all the coefficients smaller than the

threshold value are set to zero while if soft thresholding is used,

the values for both positive and negative coefficients are shrinked

towards zero. Although there is not much theory about which

thresholding method is better, when using soft thresholding the

results are smoother and the noise is almost fully suppressed

( Donoho et al., 1995 ) in comparison to the hard thresholding, in

this paper soft threshold will be applied. To determine the thresh-

old values, the BayesShrink method ( Chang, Yu, & Vetterli, 20 0 0 ) is

used, in which an unique threshold is estimated for each wavelet

subband. 

After that process the result will be a new set of DWT coeffi-

cients already thresholded, used in the inverse DWT to reconstruct

the original signal. By discarding these irrelevant coefficients and

only using the coefficients that capture the important features of

the original signal in the reconstruction phase, the result will be a

denoised signal with the main features of the original signal. 

Due to its favorable properties, the wavelet analysis provides

a way to deal with time varying characteristics found in most

of the real world problems involving time series like the stock

market, where the assumption of stationarity may not be applied.

Hsieh, Hsiao, and Yeh (2011) proposed a system based on recurrent

neural network (RNN) and artificial bee colony (ABC) algorithm for

stock price forecasting where the data preprocessing was done us-

ing the Haar wavelet is to decompose the stock price time series

and eliminate the noise and concluded that the wavelet-based pre-

processing approach greatly outperforms other methods compared

by the authors in TAIEX index. M’ng and Mehralizadeh (2016) pro-

posed an hybrid model WPCA-RNN which combines the wavelet

transform and PCA techniques to perform a multivariate denois-

ing, together with a RNN in order to forecast the stock market and

concluded that using the wavelet transform together with the PCA

technique proves to be a more successful approach when reduc-

ing the noise in the input features and allows for greater returns

than using just the neural network or using the neural network to-

gether with the wavelet transform as a denoising method. A more

extensive description about the wavelet transform can be found in

Mallat (2008) . 

2.3. Extreme Gradient Boosting (XGBoost) 

In Machine Learning, boosting ( Schapire, 1999 ) is an ensemble

technique that attempts to create a strong learner from a given

number of weak learners, i.e models that only perform slightly

better than random guessing. An ensemble is a set of predictors,

all trying to predict the same target variable, which are combined

together in order to give a final prediction. The main principle

of boosting is to iteratively fit a sequence of weak learners to

weighted versions of the training data. After each iteration, more

weight is given to training samples that were misclassified by ear-

lier rounds. In the end of the process, all of the successive models

are weighted according to their performance and the outputs are

combined using voting for classification problems or averaging for

regression problems, creating the final model. 

XGBoost ( Chen & Guestrin, 2016 ), short for Extreme Gra-

dient Boosting, is a machine learning system based on

Friedman (2001) Gradient Boosting but with some improve-

ments that help increase the performance. XGBoost uses a tree

ensemble model which is a set of classification and regression

trees (CART) ( Breiman, Friedman, Stone, & Olshen, 1984 ). This type

of boosting, using trees as base learners, is called Tree Boosting.

Because one tree might not be enough to obtain good results,

multiple CARTs can be used together and the final prediction

is the sum of each CART’s score. The model can be written as
q. (2) : 

ˆ 
 i = φ(x i ) = 

K ∑ 

k =1 

f k (x i ) , f k ∈ F, (2)

here f is a function in the functional space F , with F = { f (x ) =
 q (x ) } (q : R 

m → T , w ∈ R 

T ) being the set of all possible CARTs,

here q represents the structure of each tree that maps an ex-

mple to the corresponding leaf index, T is the number of leaves

n the tree, w is the leaf weight and K represents the number of

rees. The objective function to optimize becomes the one repre-

ented in Eq. (3) , trained in an additive way by adding the f t that

elps in the minimization of the objective, where ˆ y (t−1) 
i 

represents

he prediction of the instance i at iteration t − 1 , l(y i , ̂  y (t−1) 
i 

) is the

raining loss function and � is the regularization term. 

 

(t) = 

n ∑ 

i 

l(y i , ̂  y (t−1) 
i 

+ f t (x i )) + �( f t ) (3)

The regularization term is calculated using Eq. (4) and is used

o control the variance of the fit in order to control the flexibility

f the learning task and to obtain models that generalize better to

nseen data. Controlling the complexity of the model is useful in

rder to avoid overfitting the training data. 

( f ) = γ T + 

1 

2 

λ|| w || 2 (4)

While in the original Gradient Boosting model the trees are

uilt in series, XGBoost does it in a parallel way similar to the

andom Forest method that grows trees parallel to each other,

.e XGBoost builds the tree itself in a parallel way using all of the

omputer’s CPU cores during the training, resulting in a greater

omputational speed. A more detailed description of these and

ore XGBoost features is present in Chen and Guestrin (2016) . 

There are very few relevant studies regarding the application

f ensemble learning methods to real world problems, like stock

arket forecasting. Dey, Kumar, Saha, and Basak (2016) proposed

 system using XGBoost as a classifier in order to forecast the

tock market in 60-day and 90-day periods and concluded that XG-

oost turned out to be better than other non-ensemble algorithms,

amely Support Vector Machines (SVM) and Artificial Neural Net-

orks (ANN) obtaining an higher forecasting accuracy in the long

erm than these methods. 

.4. Genetic algorithm 

A genetic algorithm (GA) is a meta-heuristic algorithm for opti-

ization that belongs to the area of Evolutionary Computation, in-

pired by natural processes like evolution, survival and adaptation

o the environment. The GA ( Holland, 1992 ) is used to effectively

earch complex spaces for an optimal solution to a given optimiza-

ion problem. A GA is composed by a set of individuals (the differ-

nt candidate solutions) called population. Each individual, called

hromosome, is evaluated according to a fitness function that re-

ects the performance of the individual, i.e its fitness in the given

ptimization task. Each parameter to be optimized on the chromo-

ome is called the gene. The first step in the GA is to create an

nitial random population. After all the chromosomes have their

enes defined, the initial population is created and go through the

valuation process where each chromosome of the population is

valuated and a fitness value is assigned according to its perfor-

ance at the given optimization task. Then some of the individuals

re selected for reproduction, with the individuals with an highest

tness being more likely to be chosen. Next, the crossover opera-

or is applied where the selected individuals are combined creating

n offspring with some features of each parent, i.e the offspring’s

enes are a combination of its parents genes. Finally, the mutation
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perator is applied and it randomly changes the genes of a chro-

osome in a probabilistic way in order to employ genetic diversity

o the population. These processes are repeated in each generation.

hen the termination conditions are achieved it means that the

A converged towards a stable solution. A more extensive descrip-

ion about the genetic algorithm can be found in Mitchell (1996) . 

.4.1. Multi-objective optimization 

Although genetic algorithms are more used regarding single-

bjective optimization (SOO) problems, they also are of extremely

se in multi-objective optimization problems when there is more

han one objective and the objectives are of conflict to each other.

ost of the real world optimization problems involve more than

ne objective to be optimized, therefore the purpose in using a

OO approach is to find the solution that reflects a compro-

ise between all objectives ( Ngatchou, Zarei, & El-Sharkawi, 2005 ).

hat makes MOO problems more complex to solve than SOO

roblems is that there is no unique solution, but a set of differ-

nt optimal solutions where each solution represents a trade-off

etween the different objectives, this set is called the Pareto front.

n multi-objective optimization, the candidate solutions are com-

ared using dominance relationship. A solution x dominates solu-

ion y , if the solution x is no worse than solution y in all objec-

ives and if the solution x is better than y at least on one objective

 Deb, 2011 ). The non-dominated solutions are considered the fittest

mong all the solutions and are called Pareto-optimal solutions or

on-dominated set of solutions. 

In this paper for solving the multi-objective optimization prob-

em proposed, namely the XGBoost hyperparameters’ optimiza-

ion, the NSGA-II (Non-dominated Sorting Genetic Algorithm-II)

 Deb, Pratap, Agarwal, & Meyarivan, 2002 ) was chosen. Unlike the

OO method, the NSGA-II algorithm optimizes each objective si-

ultaneously without being dominated by any other solution. It is

 fast multi-objective optimization algorithm that uses an elitism

rinciple and is proven to find a much better set of solutions, as

ell as better convergence near the Pareto-optimal front compared

o other evolutionary algorithms, as shown by Deb et al. (2002) . 

In the past years, MOO-GAs have become very popular

nd useful in solving optimization problems. Pimenta, Namet-

la, GuimarÃ£es, and Carrano (2017) proposed a system combin-

ng technical analysis, feature selection and a MOO-GA, namely
Fig. 2. Architecture of the
SGA-II, in order to maximize the financial returns while dimin-

shing the complexity of the model. The authors tested the system

n six historical time series of representative assets from the Brazil

xchange market and concluded that it consistently led to prof-

ts considerably higher than the B&H strategy in the given period.

e Almeida, Reynoso-Meza, and Steiner (2016) proposed a system

or the optimization of stock market technical indicators parame-

ers using the MOEA spMODE to generate Pareto fronts for each

echnical indicator in order to maximize the returns, minimize the

evel of risk and minimize the number of trades. The system was

ested on daily IBOVESPA index data and the authors concluded

hat all optimized indicators could produce excess returns when

ompared to the usual settings of the parameters. Furthermore,

into, Neves, and Horta (2015) proposed a system combining a

OO-GA to optimize a set of trading or investment strategies. Us-

ng as inputs the Volatility Index (VIX) and other Technical indi-

ators, the MOO-GA searched the inputs for the best set of indi-

ators to use in order to find the best trade-off between returns

nd risk level and the authors concluded that the achieved results

utperformed both the Buy & Hold and Sell & Hold for the period

f 2006–2014. A more extensive description about multi-objective

ptimization can be found in Deb (2009) . 

. Proposed approach 

.1. System architecture 

This paper presents a system that is capable of detecting the

est entry and exit points in the market in order to maximize the

eturns in financial markets while minimizing the risk. For that

urpose, a system using PCA, DWT, an XGBoost binary classifier

nd a MOO-GA is proposed. Fig. 2 presents the architecture of the

ystem. The system was implemented in Python programming lan-

uage. 

.2. Target formulation 

In this paper, the objective is to predict whether the close price

or day t + 1 , Close t+1 , will have a positive or a negative variation

ith respect to the close price in the current day t, Close t . As such,

 supervised learning solution is proposed, more specifically a bi-

ary classifier. The target variable to be predicted, y , is the signal
 proposed system. 
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of the variation in the close price for day t + 1 with respect to the

close price in day t and follows a binomial probability distribution

y ∈ {0,1}, where it takes the value 1 if the variation in close price

was positive and the value 0 if the variation in close price was

negative. This target can be mathematically defined as presented

in Eq. (5) . 

y t = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 if 
C lose t+1 − C lose t 

Close t 
≥ 0 

0 if 
C lose t+1 − C lose t 

Close t 
< 0 

(5)

The array containing all the target variables is named Y . The fi-

nancial input data set, X , is the data set output by the data prepro-

cessing module in which the PCA and DWT techniques are applied

to the normalized data set containing the raw financial data and

the technical indicators. 

3.3. Technical analysis module 

The technical analysis module receives as input the raw finan-

cial data from the financial data module and applies several tech-

nical indicators to it. The main purpose of using technical indica-

tors is that each one provides basic information about past raw

financial data in a way different from each other and thus combin-

ing different technical indicators together helps in the detection of

patterns in the financial data, this way increasing the performance

of the predictive system. This module will create the data set that

will be used as input to the data preprocessing module. This data

set consists of the combination between the set of 26 technical

indicators used and 5 raw financial data features, resulting in a

data set with 31 features presented in Table 2 . The computation of

the technical indicators was done using the Python library TA-Lib

( Fortier, 2007 ). 

3.4. Data preprocessing module 

When dealing with real-word data, there is always the chance

that it is imperfect, i.e it may be noisy, have some missing val-

ues or be inconsistent, and all these factors can lead to misleading

results by the machine learning system. Therefore, improving the

overall quality of the data will consequently improve the results

( Kotsiantis, Kanellopoulos, & Pintelas, 2006 ). In order to do so, the

raw data fed to the system must be preprocessed. In this paper,
Table 2 

List of the 31 features output to the data preprocessing 

module. 

Technical indicators Raw financial data 

RSI Open 

MACD and Signal Line High 

MACD Histogram Low 

PPO Adj. Close 

ADX Volume 

Momentum 

CCI 

ROC 

Stochastic %D and %K 

Williams %R 

SMA20, SMA50, SMA100 

EMA20, EMA50, EMA100 

Bollinger Bands (Upper, Middle 

and Lower Bands) 

PSAR 

OBV 

Chaikin Oscillator 

MFI 

ATR 
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he main stages of the data preprocessing are data normalization,

CA and DWT. 

.4.1. Data normalization module 

The data set is first divided into training set, validation set and

est set. The training set will be used to train the model, the val-

dation set will be used to tune the hyperparameters in order to

chieve a good generalization during the training phase and to

void overfitting the training data and the test set will be used

s out-of-sample data in order to test the performance of the final

odel in unseen data. These data sets are then normalized using

he Min-Max normalization technique presented in Eq. (6) , which

ill rescale every feature in the data sets to the range of [0,1]. 

 normalized = 

X − X min 

X max − X min 

(6)

.4.2. PCA module 

The PCA module receives the normalized input data set, con-

aining the 26 technical indicators and the 5 raw financial data

eatures totaling 31 normalized features and, in order to reduce the

isk of overfitting the data and to lower the computational costs of

he system, the PCA will transform the data set with 31 features in

 lower dimensional one, while still retaining most of the original

ata set variance. The PCA first fits its model with the normalized

raining set in order to determine the components that represent

he directions of maximum variance. Then, the principal compo-

ents are ordered by the amount of variance they explain and only

he ones that add up to at least 95% of the variance of the origi-

al training set are retained. Finally, the data is projected onto the

rincipal components, resulting in a data set that has a lower di-

ension than the original data set since it only retains the data

amples that better explain the relations between the features. The

educed data set is then fed to the Wavelet module. 

To develop the PCA module, the Scikit-learn python library

 Pedregosa et al., 2011 ) was used. 

.4.3. Wavelet module 

Although the data set was already simplified in the PCA mod-

le, having its dimension reduced and only retaining the data that

etter explain the relations between the features, obtaining a more

ompact representation of the original data set, some irrelevant

ata samples that may have a negative impact in the training and

orecasting performance of the system may still exist. While the

CA technique removed irrelevant data points in the feature sub-

et, the DWT technique will perform a noise reduction in the time

omain in each of the features present in the data set reduced by

he PCA. This process reduces the influence of the noise in the data

et while retaining the important components of each feature as

uch as possible. 

The wavelet basis tested in this system for each financial mar-

et are: the Haar wavelet, the Daubechies wavelet and the Symlet

avelet. For the Daubechies and Symlet wavelets the orders tested

re 3, 6, 9, 15 and 20. 

Although with more decomposition levels more noise can be

emoved and therefore resulting in a better representation of the

rend of each feature, this could also result in removing fluctu-

tions that carry market characteristics. Therefore in this system,

he levels of decomposition tested are 2, 5 and 7, in order to find

he optimal denoising level of decomposition for each financial

arket. 

The DWT starts by specifying the wavelet basis, order and the

evel of decomposition used. Then, for each of the training set’s

eatures, the DWT performs the multilevel decomposition which

ill result in one approximation coefficient and j detail coeffi-

ients, with j being the chosen decomposition level. In order to
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alculate the approximation and detail coefficients for both the val-

dation and test sets, one data point at a time is added to the train-

ng set, the coefficients for the new signal are calculated and the

oefficients corresponding to the data point added are saved, in or-

er to avoid the coefficients of having future information into ac-

ount. This procedure is performed until all the points in the val-

dation and test sets have their respective coefficients calculated.

hen thresholding is applied to the obtained detail coefficients and

he signal is reconstructed, resulting in a denoised version of each

f the original data set’s features. After the DWT is applied, the

ata set is fed to the XGBoost module. 

The PyWavelets ( Lee et al., 2006 ) and scikit-image

 van der Walt et al., 2014 ) python libraries were used to de-

elop the DWT module in this system. 

.5. XGBoost module 

.5.1. XGBoost Binary classifier 

The XGBoost binary classifier is the responsible for the classi-

cation process of the system. The output of the classifier, ˆ y t , is

he predicted value given the current observation, x t , correspond-

ng to the actual day, t . The variable ˆ y t is in the range [0,1] and the

et of all ˆ y t corresponds to the predicted trading signal which indi-

ates if the system should take a Long or Short position in the next

rading day. 

Before the XGBoost binary classifier algorithm starts, a set

f parameters must be chosen. The parameters which define a

achine Learning system architecture are referred to as hyperpa-

ameters. Because every time series has its own characteristics, for

very time series analyzed there is a different set of optimal hyper-

arameters, i.e hyperparameters that allow for the model to have

 good generalization capacity and therefore achieve good results

n out-of-sample data. Therefore, in order to achieve the best re-

ults in each of the analyzed financial markets, the optimal set of

yperparameters has to be found. In order to do so, the MOO-GA

pproach is used, as presented in the next section. 

The preprocessed data output by the data preprocessing mod-

le is fed to the XGBoost binary classifier, as well as the target

ariable array, Y , to be predicted and both are divided into training,

alidation and test sets. With both the data sets and the XGBoost

yperparameters defined, the training phase starts. The generaliza-

ion ability of the system is measured by how well the system per-

orms with unseen data. Thus, after the training phase is finished,

he out-of-sample validation set is used in order to test the model

chieved during the training phase to validate the generalization

bility of the achieved model. This validation set is used during

he MOO process and helps to choose the best performing solu-

ions with unseen data. After the training and validation phases

re over, the final model i.e, the model that was trained using the

est set of hyperparameters found by the MOO-GA, is created and

he outputs are produced are compared to the test set in order to

alidate the quality of the predictions. The outputs, as already ex-

lained, are in the form of probabilities of the data point belonging

o either one of the classes, 0 or 1. 

The XGBoost ( XGB, 2015 ) python library was used to develop

he XGBoost binary classifier in this system. 

.5.2. Multi-objective optimization GA 

When creating a Machine Learning model, there are many de-

ign choices when it comes to the model architecture. Most of the

imes the user doesn’t know beforehand how should the architec-

ure of a given model be like, thus exploring a range of possibilities

s desirable. This is the case with the XGBoost binary classifier’s

yperparameters, which are the parameters that define the clas-

ifier’s architecture. This process of searching for the ideal model

rchitecture is called hyperparameter optimization. 
A multi-objective optimization approach is taken instead of a

ingle-objective one due to the fact that the implemented system,

lthough being in the first place a Machine Learning system, is also

 system with the ultimate goal of making profitable trades in the

tock market and with a low risk. As such, naturally a statistical

easure to evaluate the system’s performance with respect to the

redictions made has to be used, in this case the accuracy, but on

he other hand a metric to evaluate the capacity of the system to

chieve good returns while minimizing the risk must also be used,

n this case the Sharpe ratio. Therefore, the candidate solutions are

valuated with respect to the two chosen objective functions: the

ccuracy of the obtained predictions and the Sharpe Ratio. The set

f each solution represents the fitness function to be optimized by

he MOO-GA, with the goal of maximizing each of the objective

unctions. Thus, given the XGBoost binary classifier, the financial

ata set X and the target variable array Y , the MOO-GA is going to

earch and optimize the set of the XGBoost binary classifier hyper-

arameters with the goal of maximizing the accuracy of the ob-

ained predictions and the Sharpe Ratio. In order to find the best

et of hyperparameters that aim at maximizing the two objective

unctions mentioned before, the MOO-GA approach is based on the

on-dominated Sorting Genetic Algorithm-II (NSGA-II). 

Since there are many hyperparameters present in the XGBoost

inary classifier, only the ones that have a significant impact on

he architecture of the binary classifier and thus have a greater in-

uence on its overall performance will be optimized. The chosen

yperparameters to optimize are the ones that also have a greater

nfluence in the bias-variance trade-off and they are: the Learning

ate, the Maximum Tree Depth, the Minimum Child Weight and

he Subsample and each one these hyperparameters constitute a

ene of the chromosome in the MOO-GA. 

In the proposed MOO-GA, the Two-Point Crossover operator

as used, in which two points are selected on the parent’s strings

nd everything between the two selected points is swapped be-

ween the parents. The mutation rate chosen is 0.2 which means

hat each new candidate solution generated by the crossover oper-

tor has a probability of 20% of suffering a mutation. Hypermuta-

ion is also used which is a method for reintroducing diversity into

he population in an evolutionary algorithm. In this system, the

utation rate is adjusted during the evolutionary process in or-

er to help the algorithm jump out of a local optimum. Therefore,

hen the hypermutation trigger is fired, the overall mutation rate

ncreases from its original value of 0.2, and this happens when: 

• The obtained set of non-dominated solutions doesn’t change in

4 generations, increasing the overall mutation rate by 0.1; 
• The obtained set of non-dominated solutions doesn’t change in

6 generations, increasing the overall mutation rate by 0.15; 
• The obtained set of non-dominated solutions still hasn’t

changed in 8 generations, again increasing the overall mutation

rate by 0.15. 

When the set of non-dominated solutions changes, the overall

utation rate goes back to its original value of 0.2. 

The fitness function is a function that estimates the success of

he candidate solution in solving the desired problem, i.e it deter-

ines how fit the candidate solution is. Since in the first place, the

eveloped system’s predictor is a binary classifier, the accuracy of

he XGBoost binary classifier in making predictions must be taken

nto account in the MOO process and it is one of the fitness func-

ions. The accuracy of the model is determined after the model

arameters are learned and fixed and no learning is taking place.

hen the out-of-sample set is fed to the model and the number

f mistakes are recorded, after comparing them to the true targets

nd the accuracy of the predictions made is calculated, using the
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expression in Eq. (7) . 

Accuracy = 

Number of Corr ect P r edictions 

Number of P redic tions 
× 100 (7)

However, the goal of the system is also to maximize the returns

obtained in the market while minimizing the risk associated to the

trades. Thus, a fitness function capable of measuring the perfor-

mance of the system in making profitable trades while minimizing

the risk is also used. This fitness function is the Sharpe ratio, pre-

sented in Eq. (8) . The Sharpe Ratio is a measure of risk-adjusted

return that divides the mean of the returns by the standard devia-

tion of the returns. The standard deviation of the returns is a way

of quantifying the risk. 

Sharpe Ratio = 

A v erage Returns 

Standard De v iation O f Returns 
(8)

After all the candidate solutions have their fitness value mea-

sured, the set of non-dominated solutions (Pareto front) is created.

Since the objective is to maximize both the accuracy and the ob-

tained Sharpe ratio, the desired solution is the one that performs

equally better for both objective functions as improving one ob-

jective while not improving the other is not helpful. Therefore, in

order to choose from the set of non-dominated solutions the one

that will be used in the final model, both the accuracy and Sharpe

ratio arrays, each with a length equal to the length of the set of

non-dominated solutions, are normalized using the Min-Max nor-

malization method, rescaling the fitness values to the range [0,1].

Then, for each row these two fitness values are summed and rep-

resent the final fitness value for the corresponding non-dominated

solution. The chosen solution is the one that has the maximum fi-

nal fitness value, meaning that it isn’t optimal for neither one of

the objectives, but reflects the compromise between the two ob-

jectives. 

The termination conditions of a GA are important in determin-

ing when a GA run should end. Therefore, the termination condi-

tions shall prevent that the GA has a premature termination and,

on the other hand, that it runs for too long while making small

or no improvements at all. The two termination conditions cho-

sen for the MOO-GA in this system are if the algorithm reaches

100 generations or if the set of non-dominated solutions doesn’t

change for 10 generations. When one of the termination conditions

is achieved, the MOO-GA stops its execution and outputs the solu-

tion with the highest fitness score that will be used to train the

final XGBoost binary classifier which will output the predictions

that constitute the trading signal, used in the next module. 

In Table 3 , some of the most important parameters used in the

XGBoost module are presented. In this system the same set of hy-

perparameters was used both in the PCA, XGBoost binary classifier

(apart from the ones being optimized) and in the MOO-GA, regard-

less of the financial data being analyzed, in order to demonstrate
Table 3 

Parameters of the implemented system. 

XGBoost Binary Classifier Module 

Type of booster gbtree 

Objective binary:logistic 

Loss function AUC 

Number of estimators 100 

MOO-GA Module 

Number of individuals 128 

Number of generations 100 

Number of gen. without changing the 10 

set of non-dominated solutions 

Probability of Crossover 50% 

Probability of Mutation 20% 

Hypermutation increase after 4 gen. 10% 

Hypermutation increase after 6 and 8 gen. 15% 
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hat the proposed system is robust and capable of working with

ifferent financial markets. The only varying parameters between

nancial markets are the ones used in the DWT since the objec-

ive is to find both the best wavelet basis and level of decompo-

ition for each analyzed financial market and the set of XGBoost

yperparameters that are optimized by the MOO-GA. The number

f estimators (number of boosting rounds) chosen for each model

s 100, which corresponds to the number of trees constructed. This

alue was the one considered optimal for this system and was left

t 100 since optimizing it would sometimes result in too complex

odels that would not generalize well to unseen data and there-

ore would make poor predictions. As the number of estimators in-

reases, the complexity of the model also tends to increase, there-

ore a number of estimators higher than 100 in this system often

ead to overfitting the training data ( Fig. 3 ). 

The DEAP ( Fortin, De Rainville, Gardner, Parizeau, & Gagné,

012 ) python library was used to develop the MOO-GA module in

his system. 

.6. Trading module 

The trading module is the module responsible for simulating

rades in real financial markets. It receives as input the trading

ignal output by the XGBoost module and financial data and sim-

lates the market orders in a financial market. In order to execute

he trades, this simulator was designed as a state machine with

he states Long, Short and Hold. Given the trading signal, a state

achine is executed according to the market orders present in the

rading signal. Given that the predictions made by the XGBoost bi-

ary classifier, ˆ y t , represent the predicted probability of y t belong-

ng to a class, p( ̂  y t ) , since the two classes chosen represent the

ariation in close price for day t + 1 with respect to the close price

n day t , the trading signal can be constructed using these predic-

ions. The trading signal is constructed using the predictions made

y the XGBoost binary classifier in the following way: 

• If p( ̂  y t ) ≥ 0 . 5 the chosen class is 1, which means that the

stock’s close price for day t + 1 , Close t+1 , is expected to have

a positive variation, thus representing an opportunity to buy in

day t , i.e the Long position is taken. This action is represented

by the position 1 in the training signal, in the corresponding

day; 
• Conversely, if p( ̂  y t ) < 0 . 5 the chosen class is 0, which means

that the stock’s close price for day t + 1 , Close t+1 , is expected

to have a negative variation, thus representing an opportunity

to sell in day t , i.e the Short position is taken. This action is

represented by the position 0 in the training signal, in the cor-

responding day. 

Therefore, the trading signal has its values in the range [0,1]

nd the trading module is the responsible for interpreting these

alues and transforming them into trading actions. 

. Results 

In order to train, validate and test the proposed system, fi-

ancial data from five different financial markets is used. This fi-

ancial data consists of the daily prices (Open, High, Low, Close

nd Adjusted Close) and Volume over the period of 25/02/2003 to

0/01/2018. From this data, 60% is used to train the system in or-

er to generate all the predictive models, 20% to validate the mod-

ls obtained and 20% to test the final model obtained after all the

raining has been done. In order to test the robustness of the pro-

osed system to different financial markets, each with their own

ehavior and this way ensuring diversity in the experiments made,

he experiments are performed in the following financial markets:
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Fig. 3. Trading module execution example with S&P 500 data. 
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Table 4 

B&H results and average results of the basic system and the system 

with PCA. 

B&H Basic System 

system with PCA 

Brent Crude 

Transactions 2 242 180 

ROR (%) 45.99 −16.04 16.20 

MDD (%) 58.9 52.4 47.4 

Accuracy (%) – 50.9 51.4 

Sharpe Ratio 0.58 −1.69 −0.77 

Corn 

Transactions 2 62 47 

ROR (%) −15.92 −17.18 8.90 

MDD (%) 31.1 30.2 24.9 

Accuracy (%) – 50.7 51.3 

Sharpe Ratio −2.32 −1.94 −0.41 

Exxon Mobil 

Transactions 2 87 231 

ROR (%) 2.51 9.56 15.63 

MDD (%) 25.5 25.9 25.9 

Accuracy (%) – 50.9 52.5 

Sharpe Ratio −0.96 1.70 0.65 

Home Depot 

Transactions 2 101 13 

ROR (%) 97.43 −26.56 64.64 

MDD (%) 16.8 52.2 25.8 

Accuracy (%) – 47.3 53.4 

Sharpe Ratio 1.55 1.14 1.34 

S&P 500 

Transactions 2 188 185 

ROR (%) 32.05 −17.04 21.97 

MDD (%) 14.14 26.5 11.8 

Accuracy (%) – 48.9 52.6 

Sharpe Ratio 0.62 0.15 1.27 

 

u  

t  

h  
rent Crude futures contract, Corn futures contract, Exxon Mobil

orporation stocks, Home Depot Inc. stocks and S&P 500 index. 

In each transaction made in a financial market, a fee applies

nd it is called transaction cost. The transaction costs are included

n the trading module and are: 0.1% of the transaction value in the

rent Crude futures contract and Corn futures contract, 0.005 USD

er stock transacted in Exxon Mobil and Home Depot stocks and 1

SD per stock transacted in S&P 500 index. 

The metrics used in order to evaluate the system’s performance

n the financial markets are: the number of transactions made, the

ate of return (ROR), the maximum drawdown (MDD), the accuracy

f the predictions made and the Sharpe ratio. 

Given that in each run of the MOO-GA, it may or may not con-

erge and therefore resulting in many different solutions, each ex-

eriment was made using 10 different runs in order to obtain an

verage of the system’s performance. 

.1. Case study I - Influence of the PCA technique 

In the first case study, the influence of the PCA technique in

he performance of the implemented system is analyzed. In order

o do so, two systems are compared, the first being the basic sys-

em, i.e the system whose input data set is the normalized data set

ontaining the 31 financial features and the second being the sys-

em whose input data set is the one obtained after applying PCA

o reduce the dimensionality of the normalized data set containing

he 31 financial features. For every financial market analyzed, after

he application of the PCA technique the number of principal com-

onents obtained is 6, meaning that the data set containing the 31

nancial features is reduced to a lower dimensional data set con-

aining only 6 features. The results obtained for each system are

resented in Table 4 , along with the Buy and Hold strategy results,

nd for each financial market the best results obtained are high-

ighted in bold. 
By examining the obtained results it can be concluded that the

se of the PCA technique plays an important role in improving

he performance of the system since it allows not only to obtain

igher returns, but also to achieve higher accuracy values meaning



190 J. Nobre and R.F. Neves / Expert Systems With Applications 125 (2019) 181–194 

Fig. 4. B&H returns and average returns of the basic system and the system with PCA, for the Corn futures contract. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 5 

B&H results and average results of the system with PCA and 

with PCA and DWT. 

B&H System PCA and PCA and 

with Haar Db3 

PCA Lv.5 Lv.5 

Brent Crude 

Transactions 2 180 209 217 

ROR (%) 45.99 16.20 74.18 12.27 

MDD (%) 58.9 47.4 49.05 53.2 

Accuracy (%) – 51.4 51.9 51.1 

Sharpe Ratio 0.58 −0.77 1.42 0.57 

Corn 

Transactions 2 47 77 87 

ROR (%) −15.92 8.90 25.86 −3.95 

MDD (%) 31.1 24.9 22.9 24.9 

Accuracy (%) – 51.3 51.9 51.2 

Sharpe Ratio −2.32 −0.41 0.65 −0.63 

Exxon Mobil 

Transactions 2 231 183 176 

ROR (%) 2.51 15.63 22.68 16.28 

MDD (%) 25.5 25.9 22.9 20.0 

Accuracy (%) – 52.5 51.5 50.1 

Sharpe Ratio −0.96 0.65 1.34 1.03 

Home Depot 

Transactions 2 13 50 15 

ROR (%) 97.43 64.64 73.69 98.23 

MDD (%) 16.8 25.8 18.8 17.3 

Accuracy (%) – 53.4 52.8 54.1 

Sharpe Ratio 1.55 1.34 1.19 1.55 

S&P 500 

Transactions 2 185 253 292 

ROR (%) 32.05 21.97 25.78 10.93 

MDD (%) 14.14 11.8 12.6 15.6 

Accuracy (%) – 52.6 51.3 50.9 

Sharpe Ratio 0.62 1.27 2.23 0.29 
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that it allows the XGBoost binary classifier to produce less complex

models capable of a good generalization ability to unseen data and

helping in avoiding overfitting the training data, this way allow-

ing the system to achieve higher returns than the Buy and Hold

strategy in the Corn futures contract and Exxon Mobil stocks. In

the other three analyzed financial markets, the use of the dimen-

sionality reduction is vital for the system to obtain positive returns

since in the basic system the generalization capacity wasn’t good

enough to classify correctly the test set. Without the application of

the PCA the system can only achieve higher returns than the Buy

and Hold strategy in the Exxon Mobil Corporation stocks. 

A graphical representation of the comparison of the returns ob-

tained using the basic system and the system with PCA is pre-

sented in Fig. 4 for the Corn futures contract for the testing pe-

riod and it can be observed that, as mentioned before, with the

introduction of the PCA the system is capable of obtaining higher

returns. 

4.2. Case study II - Combining PCA and DWT 

In the second case study, after having analyzed the impor-

tance of the PCA in increasing the overall performance of the sys-

tem, the DWT technique is now combined with the PCA tech-

nique to achieve a system that not only performs dimensional-

ity reduction to the financial input data set but also performs a

noise reduction procedure to this data set, in order to analyze if

this two techniques applied together allow the system to achieve

even better results than the system using just PCA. The results ob-

tained for each system are presented in Table 5 , along with the

Buy and Hold strategy results, and for each financial market the

best results obtained are highlighted in bold. Since presenting all

the analyzed combinations of PCA and the different wavelet ba-

sis, orders and levels of decomposition would be too extensive, in

Table 5 only the two best performing combinations of PCA and

the different wavelet basis, orders and levels of decomposition are

presented. 

By examining the obtained results it can be concluded that the

combination of the PCA and DWT denoising techniques allows the

system to obtain better results than the system using just PCA. This

is due to the fact that in this system the PCA reduces the dimen-

sion of the financial input data set and the DWT performs a de-

noising to this reduced data set, which not only helps in avoiding
verfitting the training data, since there are less features in the

ata set, but also helps in removing some irrelevant samples that

ould harm the system performance, therefore aiding the system in

he learning process and increasing its generalization ability. How-

ver, this increase in performance can only be verified when the

ppropriate wavelet basis, order and level of decomposition are

sed, since an inadequate use of the DWT can result in a worse

ystem performance and even in lower returns than using just

CA. The system resultant from the combination of PCA and DWT

hat performed the better between all the analyzed systems is the
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Fig. 5. B&H returns and the best and average returns of the system with PCA and Haar wavelet with a level of decomposition of 5, for the Brent Crude futures contract. 

Fig. 6. B&H returns and the best and average returns of the system with PCA and Haar wavelet with a level of decomposition of 5, for the Corn futures contract. 
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ystem with PCA and Haar wavelet with a level of decomposition

f 5. If only one combination of PCA and wavelet basis, order and

evel of decomposition was to be used, this would be PCA and Haar

avelet with level of decomposition of 5 since it’s the combination

hat allows the system to obtain, in general, the best results, not

nly in terms of returns but also in the other evaluation metrics.

iven that the Haar is the simplest wavelet, it is the more flexi-

le one, meaning that it can be applied to signals with different

haracteristics and achieve an acceptable performance in each one.

lthough with the Daubechies and Symlet wavelets the resultant

ignal is smoother, the Haar wavelet allows for a better detection

f sudden changes in the signal which is a very important charac-

eristic when dealing with highly oscillating signals such as finan-

ial market signals. 

The plots of the returns obtained by the Buy and Hold strategy

nd the best and average returns obtained by the system with PCA

nd DWT for every analyzed financial markets are present in Fig. 5

or the Brent Crude futures contract, Fig. 6 for the Corn futures

ontract, Fig. 7 for the Exxon Mobil Corporation stocks, Fig. 8 for

s  
he Home Depot Inc. stocks and Fig. 9 for the S&P 500 Index, using

or each financial market the best combination of PCA and DWT. 

Furthermore, the average rate of return of the portfolio is

9.26% when considering for each financial market the best per-

orming system combining PCA and DWT, while the B&H achieves

2.41% on average. A graphical representation of the average re-

urns of the portfolio and the average returns of the Buy and Hold

trategy is presented in Fig. 10 . 

.3. Case study III - Performance comparison 

In this case study, the performance of the proposed system

s compared to another system using a different topology in or-

er to verify the pros and cons of using the proposed approach

ersus a different approach. In order to make this comparison, it

akes sense that the other system was also developed to fore-

ast a time period close to the one forecast in the proposed sys-

em. Although it can be compared to the performance of older

ystems that were developed to forecast past time periods, the
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Fig. 7. B&H returns and the best and average returns of the system with PCA and Haar wavelet with a level of decomposition of 5, for the Exxon Mobil Corporation stocks. 

Fig. 8. B&H returns and the best and average returns of the system with PCA and Db3 wavelet with a level of decomposition of 5, for the Home Depot Inc. stocks. 
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conclusions achieved would not be so informative like the ones

that can be obtained when comparing systems that were devel-

oped to forecast similar time periods, since the financial markets’

conditions tend to change over time, meaning that a system that

was developed to forecast financial markets 10 years ago, for ex-

ample, would not fulfill its entire objective when applied to recent

financial markets and vice versa. Also, it’s very likely that a sys-

tem developed more recently employs more advanced and robust

methods that can serve as a basis for comparison with the pro-

posed system, in order to verify if the approach taken in this the-

sis can obtain higher or lower returns than the one present in a

similar study. 

Therefore, the proposed system is then compared to a system

proposed in 2017 by Nadkarni and Neves (2018) , that employs sim-

ilar data preprocessing methods like the Min-Max normalization

and Principal Component Analysis that serve as input to the NEAT

(Neuroevolution of Augmenting Topologies) algorithm. Also, this

system was also tested in 4 of the financial markets analyzed in

r  
his thesis (Brent Crude, Exxon Mobil Corporation, Home Depot Inc.

nd S&P 500). 

• Brent Crude futures contract - Test from 17/02/2015 to

13/04/2017 (556 trading days); 
• Exxon Mobil Corporation - Test from 30/01/2015 to 13/04/2017

(555 trading days); 
• Home Depot Inc. - Test from 30/01/2015 to 13/04/2017 (555

trading days); 
• S&P 500 Index - Test from 30/01/2015 to 13/04/2017 (555 trad-

ing days). 

The results obtained by the Buy and Hold strategy and the av-

rage results of the system proposed in this thesis and the system

roposed by Nadkarni are presented in Table 6 . 

By examining the obtained results it can be concluded that both

ystems outperform the Buy and Hold strategy in terms of re-

urns obtained. The proposed system is capable of obtaining higher

eturns than the system proposed by Nadkarni in the Exxon Mobil
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Fig. 9. B&H returns and the best and average returns of the system with PCA and Haar wavelet with a level of decomposition of 5, for the S&P 500 Index. 

Fig. 10. B&H returns and average returns of the portfolio, using the system combining PCA and DWT. 

Table 6 

B&H results and average results of the proposed system and the sys- 

tem proposed by Nadkarni. 

ROR (%) B&H Proposed system Nadkarni system 

Brent Crude −9.94 30.56 37.91 

Exxon Mobil −5.10 23.71 4.60 

Home Depot 37.65 38.34 39.97 

S&P 500 15.71 35.21 18.89 
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tocks, obtaining more 19.11%, and in the S&P 500 index, obtaining

ore 16.32% but obtains lower returns in the Brent Crude futures

ontract, obtaining less 7.35%, and in the Home Depot Inc. stocks,

btaining less 1.63%. One important thing to note is that in the

ystem proposed by Nadkarni the trading module only has the op-

ion to adopt a Long or Hold position, therefore since the proposed

ystem also adopts the Short position it’s understandable why the

eturns in the Exxon Mobil Corporation stocks were higher, since

t’s one of the financial markets with more price variations. There-

ore by adopting a short position when the price is falling the sys-

em can earn more returns when compared to a system that only
rofits with rises in price. The same happens with the S&P 500 in-

ex where the proposed system is capable of profiting from falls in

rice, even if rare, and resulting in higher returns than the system

roposed by Nadkarni. However, due to the fact that the proposed

ystem can take the Short position, when there is a big increase in

rice, the system may not profit so much like a system that only

akes Long and Hold positions, since the smallest mistake, like tak-

ng the Short position in an uptrend, can have a negative impact

n the performance of the system in maximizing the returns. 

. Conclusions 

In this paper, a system combining PCA and DWT for dimen-

ionality reduction and noise reduction, respectively, with an XG-

oost binary classifier optimized using a MOO-GA is presented,

ith the purpose of achieving the maximum returns possible,

hile minimizing the level of risk in the trading strategy. The data

reprocessing done using the PCA and the DWT, together with the

ptimization of the hyperparameters of the classifier using a MOO-

A help in creating a system that is robust enough to obtain good
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results in financial markets with different behaviors. It was con-

cluded that, combining the PCA with the DWT, the input data set

has its dimension reduced and some irrelevant samples are dis-

carded through the noise reduction phase, resulting in an input

data set that will not only make the system less prone to over-

fitting but also enhance its generalization capabilities, this way ob-

taining better results than just using PCA. From the analysis of the

results obtained using the system combining PCA and DWT, it was

observed that the system performed very well on high oscillating

time periods, i.e time periods where the price of the stock has

many inversions, meaning that the system, by alternating between

the Long and Short positions, can make profitable trades that end

up being decisive to obtain high returns. This is due to the fact

that the Haar wavelet has the ability of detecting sudden changes

in a signal, this way obtaining higher returns than the other an-

alyzed wavelet basis in highly oscillating financial markets. How-

ever, this property of the system can also compromise its prof-

itability in financial markets with a strong up or downtrend. One

important conclusion derived from the obtained results using both

the analyzed systems is that, in some financial markets, the ana-

lyzed systems were able to obtain an accuracy higher than 50% in

its predictions. In fact, in both the system with PCA and the sys-

tem with PCA and DWT (in the best performing combination of

PCA and wavelet basis, order and level), in all the analyzed finan-

cial markets an accuracy of more than 50% was obtained, meaning

that, in contrast to the EMH, it is possible to develop a Machine

Learning to trade in financial markets that is able to perform bet-

ter than random guessing. 

Some ideas for future work are: the use of the Wavelet Packet

Transform in which both the approximation coefficients and the

detail coefficients are decomposed; using Bayesian Optimization

instead of using a GA, which is a promising new method for opti-

mization problems; the use of different fitness functions for the GA

like the Risk Return Ratio (RRR), that has into account the risk and

the number of days spent in the market; a more in-depth analysis

of the influence of the MOO-GA parameters variation in each case

study in order to verify if better results can be obtained using a

different set of parameters; the analysis of more financial markets

in order to have an even better understanding of the capabilities

of the system when applied to a larger set of financial markets;

a statistical analysis and comparison to each of the systems pro-

posed; the use of different binary classifiers in order to compare

their performance with the one obtained using the XGBoost binary

classifier. 
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